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Abstract

In this work, we use nonequilibrium molecular dynamics methods to investigate the relationship between the viscosity, pressure, energy and the strain rate for a Lennard-Jones fluid. Our aim is to investigate the predictions of mode coupling theory, namely that the pressure, energy and viscosity are half integer powers of strain rate. We particularly studied the state point effect on this relationship. Our simulation results showed that in the strain rate region we studied, the viscosity, pressure and energy can be expressed as power law functions of strain rate. The power exponent was found not to have a fixed value, but rather was state point dependent. We found that for the pressure and energy the exponent can be expressed as a linear function of both temperature and density. We convincingly demonstrate that the relationship is nonanalytic, but the predictions of mode coupling theory which state that the exponents have fixed values of 3/2, 3/2 and 1/2 for energy, pressure and viscosity respectively, are also not correct.

We observed that the exponent of the pressure (or energy) decreased with increasing density at constant temperature, and when the density is the value of the melting density, the exponent is approximately 1. This observation was used to determine the fluid-solid phase transition. We also found a method which uses the combination of equilibrium and nonequilibrium molecular dynamics techniques to determine the fluid-solid boundary. Our methods were tested on the Lennard-Jones fluid and the results were consistent with those of previous published data.

We next attempted to use our methods to compute the fluid-solid phase boundary for the Barker-Fisher-Watts fluid and studied its power exponent. We found that it displays similar behaviour to the Lennard-Jones fluid.
In our final series of simulations, we used the transient time correlation function (TTCF) algorithm to calculate the viscosity of the WCA fluid at very small shear rates. We found that the viscosity is constant in the shear rate regime less than 0.01 (reduced units). We estimated a critical shear rate for the WCA fluid of about 0.05. If the shear rate is smaller than this, TTCF is the better method. If the shear rate is larger than 0.05, then direct NEMD is more efficient. We also considered the long time tail of the stress autocorrelation function and found that an exponential function fits the data better than a power law form.
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